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Abstract

Explosive hardware breakthroughs in recent years have enabled scaling
laws for large models, and emergent roles have become more common, the
paradigm of human-computer interaction is undergoing unprecedented
changes. LLMs have shown great potential in promoting programming
efficiency, optimizing text creation, and advancing scientific research pro-
cesses.But if it is allowed to grow wild and unchecked, it can lead to
irreversible situations. For example, the dissemination of false and low-
quality information, and misleading and biased ideologies can be a recipe
for disaster. Considering these concerns,the development of a dependable
content censorship mechanism for information security seems to be a mat-
ter of urgency.Galvanized by this conundrum, I embarked upon a odyssey
of intellectual excavation, unearthing a paradigm-shifting revelation: the
unfettered ideation of the sapient mind, coupled with the highly varie-
gated spectrum of literary acumen exhibited by our species, engenders a
corpus of work that diverges from machine-generated prose in a manner
so profound as to defy facile quantification. This disparity manifests with
particular salience in the realms of morphological synthesis and syntac-
tic orchestration. The textual artifacts born of human cognition evince a
degree of heterogeneity that far surpasses the output of even the most so-
phisticated linguistic algorithms, In the pursuit of linguistic exegesis, one
discerns a salient phenomenon, particularly when delving into the abstruse
intricacies of morphemic amalgamation and the byzantine configuration of
syntactic constituents. This observable peculiarity becomes increasingly
conspicuous upon meticulous scrutiny of the paradigmatic approaches em-
ployed in lexical entity genesis and the combinatorial potentialities latent
within propositional frameworks. The fundamental axiom underpinning
this perceived duality may be ascribed to the ineluctable proclivity of
Expansive Textual Synthesis Systems to preserve an inviolable constancy
in their architectural cohesion, concomitant with an unwavering adher-
ence to stylistic uniformity throughout the entirety of their generative
machinations. This stands in stark contrast to the mercurial nature of
human expression, which is subject to the vagaries of individual idiosyn-
crasy and the capricious influence of myriad exogenous factors., i.e., the
model perceives the best practice. This best practice is favoured by the
model during the rewriting process.Predicated upon the aforementioned
empirical observations and theoretical exegesis, this scholarly exposition
proposes to elucidate a groundbreaking methodological paradigm for de-
tection and analysis: Multi scale Mutual Information for AI Detection
via Rewriting (MMIDR). This method achieves effective recognition of
AI generated content by performing the multi-scale rewriting tasks on the
test texts and analyzing the information changes of samples before and af-
ter rewriting.The MMIDR approach is unique relative to some past means
in that it does not introduce additional training overheads and costs., but
fully utilizes the black box characteristics of LLM. By analysing the gen-
erative patterns and rules of the LLM itself, the intrinsic patterns of the
text to be tested are analysed at multiple scales.
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1 Introduction

Unlike discriminative AI, the power of generative AI seems to be more intimi-
dating. A series of serious risks and challenges have also emerged.Abdali et al.
(2024) In the field of cybersecurity, LLMs can be used in phishing attacks, gen-
erating misleading information and adding to the already precarious state of
cybersecurity.Roy et al. (2023) A study suggests that LLM systems may face
specific security threats, including prompt injection attacks, generation of harm-
ful content, and indirect leakage of sensitive information.Cui et al. (2024); Liu
et al. (2023) llm’s vast store of knowledge puts many academics to shame and
is a natural teaching tool, but again, it can lead to academic misconduct, as
well as foster bias, provide misleading information.The illusion of LLMs cannot
be effectively mitigated, and the high quality of knowledge is difficult to en-
sure.Mitchell et al. (2023) In addition, the use of LLMs in scientific research has
also raised many issues. A study explores the risks of using LLM agents for sci-
entific purposes, such as outdated knowledge and potential resource waste.Mozes
et al. (2023); Wang et al. (2024) In healthcare, the use of LLM is even more
of a thin ice to walk on, not only in terms of patient data privacy, but also in
terms of healthcare’s extreme need for safety, where LLM can’t vouch for any of
its treatment protocols, and where an incorrect output could result in the loss
of a life.Tang et al. (2024) This highlights the importance of ensuring responsi-
ble deployment of AI.A paper published in Nature discusses the risks of using
proprietary LLMs in research environments,more typically the lack of rigorous
proof, and the bias in the scientific research process that can result from reliance
on these models.Pressman et al. (2024) To address these challenges, ensuring re-
sponsible use of generative AI tools has become crucial. A paper highlights the
various risks related to LLMs, including privacy issues, copyright infringement,
addressing bias and misinformation,and exploring strategies to reduce these
risks,such as bias correction techniques and validation measures.Van Dis et al.
(2023) Recent research has focused on identifying text generated by AI.Several
studies have considered the problem as a discriminative task. and constructed
discriminators through deep neural networks.Das et al. (2024) However, among
the latest LLMs,traditional heuristic-based detection methods are starting to
become obsolete.Jawahar et al. (2020) The current technology regarding the
numerical output metrics in the study of Gehrmann et al. (2019). But trying
to implement similar operations in closed-source black-box models like GPT-3.5
and GPT-4 is unlikely. Therefore, it is crucial to quickly establish a set of de-
tection methods matching the existing language modelling environment. It not
only helps reduce the potential negative impact of LLMs but also facilitates the
implementation of superior and advanced detection algorithms.
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Figure 1: MMIDR Schema

2 Related Work

Since ancient times, the topic of spear and shield has always been a fascinating
one, and this also applies to the field of LLM, where the demand for AIGC
testing has gradually climbed due to a strong development of LLM. Researchers
have all given different solutions to this problem. From supervised learning to
unsupervised learning. And even statistical feature-based methods and deep
learning models. Ippolito et al. (2019) conducted a comparative analysis on the
capabilities of detectors and human assessors in determining which has been
generated by a machine. They employed a finetuned model from BERT as the
primary classifier and co-locating it with other baselines. The study revealed
that automatic detectors generally outperformed human evaluators, particularly
as text length increased. They also observed that different decoding strategies.
For example,top-k and nucleus sampling, significantly influenced detection diffi-
culty. This research underscored the importance of utilizing both human and au-
tomatic detectors to assess the ”human-likeness” of generated text. Gallé et al.
(2021) introduced a novel pervised and distributed method for detecting text
generated by machines. Their approach, based on the concept of super-maximal
repeats, employed multiple iterations of pseudo-labeling and classifier training.
In a semi-supervised setting, the method achieved over 0.9 precision accuracy
for text generated using top-k sampling. Notably, the method maintained high
accuracy even in a completely unsupervised scenario. This study demonstrated
that while modern language models closely mimic human text in word-level sta-
tistical features, detectable differences persist in higher-order n-gram repetition
patterns. Wang et al. (2023) proposed SeqXGPT, a sentence-level AI-generated
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text detection method. SeqXGPT leverages log probabilities from multiple
open-source language models as features, utilizing efficient networks that in-
tegrate CNN and and self-attention to process them. In multi-model multi-
classification detection tasks, SeqXGPT attained a macro F1 score of 0.957, sig-
nificantly surpassing existing baseline methods.More importantly, SeqXGPT ex-
hibited robust generalization capabilities on out-of-distribution (OOD) datasets,
achieving a macro F1 score of 0.928. This research provides effective solutions
for AI-generated text detection at different scales. Including sentence level and
document level. Gaggar et al. (2023) compared the performance of SVM and
two scales of RoBERTa models in detecting ChatGPT (GPT-3.5 turbo) gen-
erated text. Upon meticulous scrutiny across a diverse spectrum of sentential
magnitudes, the empirical data evinced a hierarchical gradient of efficacy among
the computational paradigms under examination. The avant-garde RoBERTa
architecture exhibited superlative prowess in its operational capacities, eclips-
ing its progenitor, the RoBERTa-base framework, which in turn demonstrated
superior performance vis-à-vis the more conventional Support Vector Machine
methodology. This multifaceted analytical endeavor transcends mere juxtapo-
sition of algorithmic competencies; it delves into the nuanced interplay between
textual prolixity and detection acuity, thereby furnishing a rich tapestry of
heuristic insights poised to inform and guide subsequent scholarly pursuits in
this burgeoning field of inquiry. Mitchell et al. (2023) introduced DetectGPT,
a zero-shot detection method based on the local curvature of language model
log probability functions. By calculating the log probability differences between
original texts and the scrambled version. DetectGPT effectively distinguishes
between AI-generated and human-generated text. Across multiple datasets and
models, DetectGPT exceeded the performance of current zero-shot detection
approaches,and in certain cases it surpassed them. The main benefit of this
approach lies in its versatility and ability to be adapted to various decoding
scenarios. Shah et al. (2023) employed multiple ML classification algorithms in
conjunction with explainable AI (xAI) techniques to detect AI-generated text.
By utilizing various textual features,they were able to achieve a classification
accuracy of 0.93 on the task. The study also utilized LIME and SHAP tech-
niques, in order to clarify the model’s decision-making process, key features such
as Herdan’s C, MaaS, and Simpson’s Index will be identified. The research led to
advancements in detection accuracy as well as enhanced model interpretability.

3 Method

In this section, we present the Multi-scale Mutual Information for AI Detection
via Rewriting (MMIDR) method for distinguishing between human-authored
and AI-generated text. We first present the foundations and key definitions,
followed by the detailed formulation of MMIDR. We then examine the theoret-
ical assurances and address the practical execution of the technique.
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3.1 Definitions

Let (Ω,F , P ) be a probability space. X be a random variable on this space
taking values in a measurable space (S,Σ). We begin by introducing several
key concepts:
Let {Fτ}τ≥0 be a filtration, i.e., an increasing family of σ-algebras generated
by the first τ tokens of the context.

Kullback-Leibler Divergence: For probability measures P and Q on (Ω,F), K-L
divergence is defined as:

DKL(P∥Q) =

∫
Ω

log

(
dP

dQ

)
dP

where dP
dQ is the Radon-Nikodym derivative.

Mutual Information: The mutual information between X and Y is defined as:

I(X;Y ) = DKL(PXY ∥PX ⊗ PY )

Rewriting Operator: Let R be a rewriting operator that maps a text X to its
rewritten version R(X).

3.2 MMIDR Formulation

We then present the definition of MMIDR and its key properties.

Figure 2: MMI

Definition 1 (MMIDR). The Multi-scale Contextual Mutual Information Spec-
trum Plus with repeated rewriting is defined as:

MMIDR(X) = E

[∫ L

0

Iτ (X;R(X))dτ

]
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where Iτ (X;Y ) is the mutual information at scale τ ,R for the rewriting op-
erator,the expectation E[·] is taken over multiple applications of the rewriting
process to the original text X.

Theorem 1 (Hilbert Space Formulation). MMIDR can be formulated in the
H.S H which is defined as L2([0, L], µ)

Proof. Define the inner product ⟨f, g⟩H =
∫ L

0
f(τ)g(τ)dτ .

Then:

MMIDR(X) = E
[
⟨I(·)(X;R(X)), 1⟩H

]
where 1 is the constant function 1(τ) = 1 for all τ ∈ [0, L]. Indeed,

E
[
⟨I(·)(X;R(X)), 1⟩H

]
= E

[∫ L

0

Iτ (X;R(X))dτ

]
= MMIDR(X)

This Hilbert space formulation allows us to apply functional analysis techniques
to MMIDR.

Figure 3: MMIDR in Hilbert
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3.3 Theoretical Properties

We now present several important theoretical properties of MMIDR, which pro-
vide insights into its behavior and justify its use for distinguishing between
human-authored and AI-generated text.

Theorem 2 (Martingale Approach). Define the martingale {Mτ}τ≥0 by:

Mτ = E
[
log

(
dPXR(X)

d(PX ⊗ PR(X))

) ∣∣∣∣Fτ

]

Then, Mτ converges almost surely and in L1 to M∞ = log
(

dPXR(X)

d(PX⊗PR(X))

)
.

Proof. Let (Ω,F , P ) be the probability space. {Fτ}τ≥0 be the filtration gener-
ated by the first τ tokens of the context.

1) First, we note that {Mτ}τ≥0 is a martingale by construction:

E[Mτ+1|Fτ ] = Mτ

2) The martingale {Mτ}τ≥0 is bounded in L1:

sup
τ

E[|Mτ |] ≤ E
[∣∣∣∣log( dPXR(X)

d(PX ⊗ PR(X))

)∣∣∣∣] < ∞

The aforementioned inference emanates from a postulation wherein the quan-
tifiable informational discrepancy, as delineated by the Kullback-Leibler metric
between PXR(X) and PX ⊗ PR(X) is finite.

3) According to the Martingale Convergence Theorem, a random variable
M∞ can be found such that:

Mτ → M∞ almost surely and in L1 as τ → ∞

4) To identify M∞, we use the fact that F∞ = σ(∪τ≥0Fτ ) is the σ-algebra
generated by all tokens:

M∞ = E
[
log

(
dPXR(X)

d(PX ⊗ PR(X))

) ∣∣∣∣F∞

]
= log

(
dPXR(X)

d(PX ⊗ PR(X))

)
Consequently, it has been demonstrated that Mτ converges and in L1 to

M∞ = log
(

dPXR(X)

d(PX⊗PR(X))

)
.

Theorem 3 (Stochastic Calculus Formulation). The stochastic process {Iτ (X;R(X))}τ≥0

satisfies the stochastic differential equation:

d(Iτ (X;R(X))) = ∇τ log

(
Pτ (xi|x<i, r(x))

Pτ (xi|x<i)

)
· dWτ
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Proof. 1) First, we we utilize Ito’s lemma on the process {Mτ}τ≥0:

dMτ = ∇τMτ · dWτ

2) Recall that Iτ (X;R(X)) = E[Mτ ]. Taking the expectation of both sides:

d(E[Mτ ]) = E[∇τMτ · dWτ ]

3)
d(Iτ (X;R(X))) = E[∇τMτ ] · dWτ

4) Now, we can identify E[∇τMτ ] with ∇τ log
(

Pτ (xi|x<i,r(x))
Pτ (xi|x<i)

)
, completing

the proof.

Theorem 4 (Variational Formulation). MMIDR can be expressed as:

MMIDR(X) = E

[
sup
f

E[f(X,R(X))]− logE[exp(f(X, ·))]E[exp(f(·, R(X)))]

]

The outer expectation E[·] is taken over multiple applications of the rewriting
process.

Proof. 1)
DKL(P∥Q) = sup

f
EP [f ]− logEQ[exp(f)]

2) Apply this to our mutual information definition:

I(X;R(X)) = DKL(PXR(X)∥PX ⊗ PR(X))

= sup
f

EPXR(X)
[f ]− logEPX⊗PR(X)

[exp(f)]

3) Expand the expectation over the product measure:

I(X;R(X)) = sup
f

E[f(X,R(X))]− logE[exp(f(X, ·))]E[exp(f(·, R(X)))]

4) Now, integrate over τ . And take the expectation over multiple rewriting
processes:

MMIDR(X) = E

[∫ L

0

Iτ (X;R(X))dτ

]

= E

[
sup
f

E[f(X,R(X))]− logE[exp(f(X, ·))]E[exp(f(·, R(X)))]

]
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3.4 Rewrite Invariance Principle

The central idea behind MMIDR lies in its ability to distinguish between human-
authored and AI-generated text based on their behavior under rewriting. We
formalize this in the following theorem:

Theorem 5 (Rewrite Invariance). For AI-generated text X, E[MMIDR(X)]
tends to be larger compared to human-generated text Y .

Proof. Let X be an AI-generated text.And Y be a human-generated text. We
make the following assumptions:

1. For AI-generated text X, rewriting tends to preserve the statistical prop-
erties and mutual information structure:

E[Iτ (X;R(X))] remains high for all τ

2. For human-generated text Y , rewriting with an AI model tends to reduce
mutual information:

E[Iτ (Y ;R(Y ))] is lower compared to AI-generated text for all τ

Given these assumptions:

• For AI-generated text X:

E[MMIDR(X)] = E

[∫ L

0

Iτ (X;R(X))dτ

]
remains high

• For human-generated text Y :

E[MMIDR(Y )] = E

[∫ L

0

Iτ (Y ;R(Y ))dτ

]
is lower

Thus, E[MMIDR(X)] > E[MMIDR(Y )], providing a basis for distinguishing
between AI and human-generated text.

The multiple rewriting iterations and averaging process serve to:

• Reduce noise and increase robustness for AI-generated text detection.

• Enlarge the difference in the mutual information between human and AI-
generated text.
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Figure 4: Scale,Iter

Figure 5: MMIDR Distribution

3.5 Theoretical Guarantees

To conclude, we offer theoretical assurances for the MMIDR estimator:

Theorem 6 (Consistency). As the number of rewriting iterations K → ∞, the
stochastic convergence of the MMIDR estimator, in the realm of probabilistic
limit theory, gravitates asymptotically towards its anticipated scalar quantity,
denoted by the algebraic symbol x, manifesting a phenomenon of convergence in
probability.

lim
K→∞

P (|MMIDRK(X)− E[MMIDR(X)]| > ε) = 0, for all ε > 0
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where MMIDRK(X) is the MMIDR value computed with K iterations.

Proof. Validation of the aforementioned proposition emanates directly from the
axiomatically grounded Law of Large Numbers. The estimator MMIDRK(X)
manifests as an arithmetic mean derived from a collection of K stochastically
independent and distributionally homogeneous random variates. Each of these
variates serves as a singular embodiment of the iterative process encompassing
both the reconfiguration of linguistic structures and the quantification of mutual
informational content.

Theorem 7 (Asymptotic Normality). Under suitable regularity conditions, as
K → ∞:

√
K(MMIDRK(X)− E[MMIDR(X)]) → N (0, σ2) in distribution

where σ2 = Var
(∫ L

0
Iτ (X;R(X))dτ

)
.

Proof. This result follows from the Central Limit Theorem. As MMIDRK(X)
is the average of K i.i.d. random variables. The variance σ2 can be estimated
empirically from the K iterations.

4 Experiments

In this section, we describe the experimental setup. Which includes the datasets
used, the evaluation metrics. And the results obtained from our experiments.

4.1 Dataset.

This study utilized a diverse text dataset.The dataset includes human written
text samples and AI text generated through Large Language Models. This cov-
ers a wide range of subject areas and text types. We have collected human
written texts from multiple online platforms, including but not limited to news
websites, academic paper databases, literary forums, and technical blogs. We
executed the subsequent preprocessing procedures on all text samples to guar-
antee data quality and consistency: removing html tags and special characters.
Unified encoding to utf-8 format. Remove excess whitespace and line breaks.
Perform basic spelling checks and grammar corrections. Ensure that each sam-
ple contains hundreds of words of useful information. We strictly adhere to
privacy protection and copyright regulations when collecting and using text
written by humans. All texts have been anonymized and any information that
may involve the personal privacy has been removed. All texts have legitimate
usage permissions. We generated samples of similar length and quantity using
LLM. Each text sample is labeled as ”human written” or ”AI generated” for
subsequent evaluation.
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Figure 6: Dataset

4.2 Experimental Description

In the current experiment,the conditions of our system are common,and we
could even claim that they are very easy to acquire:

• Operating System: Ubuntu 20.04 LTS

• Framework: PyTorch 2.1 with CUDA 12.1

• GPU: NVIDIA GeForce RTX 4060

The core of our experiment revolves around the Multi-scale Mutual Infor-
mation for AI Detection via Rewriting (MMIDR) index. This novel metric
is designed to quantify the degree of similarity between an original text and
its AI-rewritten version, thereby providing a basis for distinguishing between
human-authored and AI-generated content. While MMIDR serves as our pri-
mary evaluation metric, we included several additional metrics to offer a com-
prehensive analysis of the textual differences.
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Figure 7: KL Divergence between Original and Rewritten Texts

As shown in the above figure, we observed some key findings in the experi-
ment. Our analysis focuses on several key indicators, including KL divergence,
word frequency distribution, sentence length distribution, part of speech distri-
bution, and the most critical MMIDR. The aforementioned heuristic parame-
ters serve as efficacious instruments in delineating the fundamental dichotomy
between artificial and anthropogenic cognitive outputs across a multitude of an-
alytical dimensions. Upon conducting a comparative analysis of the Kullback-
Leibler divergence metrics between the primordial textual artifacts and their lin-
guistically transmuted counterparts, we elucidated a noteworthy phenomenon:
the probabilistic dissimilarity, as quantified by the KL divergence, between the
modified lexical constructs and their antecedent forms surpasses that observed in
AI-generated textual permutations. This disparity can be attributed to the in-
herent heterogeneity of human literary production.Paradoxically, artificial intel-
ligence exhibits a propensity for introducing more substantive alterations when
engaged in the process of revising anthropogenic linguistic outputs. These mod-
ifications manifest across a spectrum of linguistic domains, encompassing lexical
selection, syntactical architectonics, and grammatical paradigms. The AI’s ap-
proach to textual transformation is characterized by a more comprehensive and
systemic reconfiguration of the source material, in contrast to the often more
nuanced and idiosyncratic revisions typical of human authors.
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Figure 8: Top 20 Words by Human

When analyzing the frequency distribution of words, we observed that the
distribution of human text showed greater differences, while the AI text main-
tains a high degree of consistency. This is because human expression has flex-
ibility, while the expression of AI text has stability, so AI text maintains a
relatively consistent distribution of frequent words before and after revising.

Figure 9: Top 20 Words by AI
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Figure 10: Sentence Length Distribution by Human

When analyzing the distribution of sentence lengths in the test text and the
reference text, we found that human text exhibited greater changes, while AI
text showed more consistent peaks and waveforms. This is because the rhythm
of human writing changes, and humans dynamically determine the length of
sentences based on their self-awareness when writing, usually not maintaining
consistency. This reflects the conscious adjustment of human beings to the
rhythm of articles and reader attention. The structure of AI writing has sta-
bility, and AI text maintains a similar sentence length distribution before and
after modification,the overall text structure is typically maintained by AI.
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Figure 11: Sentence Length Distribution by AI

Figure 12: Part of Speech Distribution by Human

When analyzing the part of speech distribution of the test text and the
rewritten text, we observed that human text showed greater differences, while
AI text maintained higher consistency. This is because the grammar of human
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expression is diverse, and AI rewriting changes the grammatical structure of
sentences, to what it considers high-quality expression. So AI text maintains a
relatively stable part of speech distribution before and after rewriting, due to
its limitation in terms of grammatical changes.

Figure 13: Part of Speech Distribution by AI
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Figure 14: MMIDR vs τ

In this study,we presented MMIDR as an innovative metric for distinguishing
AI-generated text from human text. The analytical outcomes derived from the
MMIDR paradigm furnish us with a potent methodological apparatus for the
quantitative discernment of the quintessential disparities in informational sub-
strate and expressive modalities between the aforementioned binary categories
of textual artifacts. Through assiduous observation, we have discerned that the
augmentation of the scale parameter τ engenders a discernible pattern in the
MMIDR valuations across both artificially synthesized linguistic constructs and
those of anthropogenic origin. Specifically, as the τ coefficient undergoes incre-
mental amplification, the MMIDR metrics associated with machine-generated
prose and human-authored compositions manifest distinct trajectories, each ad-
hering to its own idiosyncratic evolutionary pattern. This phenomenon serves as
a revelatory indicator, illuminating the intrinsic divergences in the information-
theoretic properties and structural architectonics inherent to these two classes
of textual entities. MMIDR metrics, as they respond to the modulation of
the temporal parameter τ , unveil a wealth of abstruse insights into the fun-
damental mechanisms orchestrating the genesis and stratification of informa-
tional content within these heterogeneous linguistic realms. This discernible
dichotomy in MMIDR behavioral patterns engenders a formidable substrate for
the cultivation of intricate discriminatory algorithms, potentially facilitating a
more refined and precise demarcation between synthetically generated and an-
thropically crafted textual artifacts.The observed phenomena in the MMIDR
landscape, as they undulate in response to τ variations, serve as a revelatory
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prism through which one can scrutinize the arcane processes underpinning in-
formation architecture across diverse textual domains. This empirically derived
divergence in MMIDR dynamics constitutes a robust foundation for the syn-
thesis of sophisticated classificatory heuristics, potentially ushering in an era of
heightened acuity in distinguishing between artificially synthesized and human-
authored linguistic outputs. The MMIDR value of AI-generated text steadily
increases with rising τ and eventually levels off at a relatively high point. This
trend indicates that AI generated content maintains a high degree of similarity
in larger text segments. The MMIDR value of human written text also increases
as τ increases, though the extent of the increase is minimal and ultimately stops
at a relatively low level. This reflects the inherent variability and diversity in
human writing. And across all points of the τ scale, The MMIDR value of AI
text consistently and significantly surpasses that of human text. This persistent
difference provides us with a robust recognition feature. This result is consis-
tent with our theoretical hypothesis. Large language models tend to generate
what they consider to be the ’best practice’ output during the generation pro-
cess. This pattern results in a high level of consistency across various scales,
resulting in higher MMIDR values. And humans naturally introduce changes in
the writing process, invloving adjustments in style, tone, and expression. This
inherent variability is reflected in lower MMIDR values.

5 Conclusion

This study introduces an innovative approach to differentiate AI-generated text
and human written text by detecting significant differences between AI written
text and human written text after rewriting. Our method has several signifi-
cant advantages. Firstly, it can effectively identify text sources without the need
for additional training processes. Secondly, this method does not rely on any
internal outputs of large language models (LLMs), such as lexical probability
distributions or loss functions. On the contrary, our method cleverly utilizes the
generation characteristics and patterns of LLM itself, fully adapting to the black
box properties of LLM. On the dataset we constructed, this method achieved an
accuracy of 0.856. In addition, our algorithm demonstrates excellent real-time
performance and can achieve second level detection speed on NVIDIA RTX 4060
level GPUs, which is highly valuable for practical application scenarios. How-
ever, this study also has some limitations. The current algorithm’s recognition
performance in processing short texts is not ideal, mainly because at smaller
text scales, the differences between AI generated text and human written text
are not significant enough, and there is a lack of sufficient linguistic features and
statistical information to effectively distinguish between them.As the size of the
text increases,the distinctions between AI-generated text and human-written
text become more apparent.
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